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Using photoluminescence spectroscopy, we have investigated the nature of Rabi oscillation damping during
optical manipulation of excitonic qubits in self-assembled quantum dots. Rabi oscillations were recorded by
varying the pulse amplitude for fixed pulse durations between 4 ps and 10 ps. Up to five periods are visible,
making it possible to quantify the excitation dependent damping. We find that this damping is more pro-
nounced for shorter pulse widths and show that its origin is the nonresonant excitation of carriers in the wetting
layer, most likely involving bound-to-continuum and continuum-to-bound transitions.
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The current topic of quantum computation presents a wide
range of challenges to physical science,1 particularly the
search for candidates for solid-state quantum bits �qubits�.
Semiconductor quantum dots �QDs� are attractive because
they possess energy structures and coherent optical proper-
ties similar to, and dipole moments larger than, those of
atoms.2,3 Efforts in the past few years have led to successful
observations of Rabi oscillations �ROs� of excitonic
states,4–6 the hallmark for optical manipulation of qubits in
QDs. However, all found that ROs damped out very quickly
when the external field is increased. Because QDs contain a
macroscopic number of atoms, this strong decoherence pro-
cess must be due to unwanted coupling to other degrees of
freedom. Identification of the underlying mechanism is diffi-
cult precisely because of this macroscopic nature. Yet such
understanding plays the most crucial role in future develop-
ment of quantum information technology in semiconductors,
because strong laser fields imply high qubit rotation frequen-
cies. Through manipulations of high quality factor excitonic
qubits in InGaAs QDs, we have studied the underlying
mechanism for decoherence processes during optical ma-
nipulation, i.e., processes occuring while the qubit is being
actively rotated by strong fields. More specifically, we have
found that this strong decoherence process is manifested
through indirect excitations of carriers in the wetting layer
�WL�.

Self-assembled In0.5Ga0.5As QD �SAQD� samples were
grown by molecular beam epitaxy.7 These QDs have an av-
erage lateral size, height, and dot-to-dot distance of
20–40 nm, 4.5 nm and 100 nm, respectively. Three exci-
tonic levels are involved in this study �Fig. 1�a��. The laser is
resonant with the transition from the exciton vacuum state �0�
to the first excited exciton state �1�. The population in state
�1� is known to relax nonradiatively to the exciton ground
state �2� before radiative recombination to �0� occurs and is
detected as the PL signal.8,9

The qubit formed by �0� and �1� is manipulated by a
pulsed Ti:sapphire laser with the pulse width adjustable from
4 to 10 ps. The PL is collected along the direction normal to
the sample �maintained at 5 K�, dispersed by a spectrograph
and imaged using a liquid nitrogen cooled two-dimensional
array detector. Shown in Fig. 1�b� is the spectral image of the
particular QD used for this study on an unprocessed sample.
Light with linear polarization was used in such a way as to
excite only one transition in the fine-structure split doublet.10

Figure 1�c� shows the PL intensity as a function of the
square root of the average laser intensity. In each data series,
the laser pulse width is fixed while the intensity is varied
over several orders of magnitude. The oscillations of the PL
intensity correspond to the ROs described above that the
population of state �1� undergoes as a function of the input
pulse area, �= �� /���−�

� ��t��dt�,11 which is proportional to
the square root of the average laser intensity. Here � is the
transition dipole moment �measured to be 40 Debye� and
��t� the electric field envelope. Furthermore, the variation of
the periodicity in the three oscillations of Fig. 1�c� agrees
quantitatively with the fact that the pulse area should be
proportional to the square root of the pulse width at the same
average laser power. One also observes that at a fixed pulse
width �p the RO amplitude is damped out as � increases.
This is emphasized in Fig. 1�d� where we plot the amplitudes
extracted from the oscillations in Fig. 1�c� at �=�, 2�, etc.,
on a logarithmic scale. In addition, the smaller the pulse
width �p, the faster the RO is damped out when the laser
intensity is increased. However, at �	2�, the smaller pulse
width actually results in larger RO amplitude.

One fundamental question arises: “Does the extra damp-
ing occur only during the manipulation pulse or does it per-
sist even after the pulse is over?” To answer this question we
performed wave-packet interferometry experiments under
different excitation intensities on the same QD. The quantum
interference amplitude is measured while varying the time
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delay between the pulses for a given single pulse input area.
This measurement probes the decoherence rate in the time
interval between two laser pulses. A detailed description of
this procedure is given elsewhere for both linear3 and non-
linear excitation regimes.6 We find that T2 decreases by a
factor of 2 from �
� �T2=48±5 ps� to �=2.5� �T2

=24±5 ps�. This shows that the RO damping of Fig. 1�c�
indeed originates in an excitation dependent dephasing term
which persists even after the end of the pulse.

To fully capture the dynamics of RO damping, the exci-
tonic state is described by a three-level system where the
laser exclusively interacts with the �0�→ �1� transition. The
middle state �2� acts as a shelving state whose time integrated
population �0

��22dt is proportional to the PL intensity. The
density matrix equations read

d�11

dt
= i

�

2
��10 − �01� − �1 + � + ���11,

d�00

dt
= − i

�

2
��10 − �01� + 1�11 + 2�22 + ��11,

d�01

dt
= − i��01 − i

�

2
��11 − �00� − �1 + � + � + 2*

2
	�01,

d�22

dt
= − 2�22 + ��11,

where �=��t�=���t� /� is the Rabi frequency,�=�0−� is
the detuning from the resonance frequency �0 of the �0� to
�1� transition �� is the laser frequency� and 1,2 ,� ,� ,* are
damping terms whose effect is depicted in the energy dia-
gram of Fig. 1�a�. 1 and 2 denote the radiative recombina-
tion rates of state �1� and �2�, respectively. � is the decay rate
from state �1� to state �2� which primarily occurs via phonon
emission.9 * describes pure dephasing �dephasing without
population relaxation� and � is an additional decay rate from
state �1� to state �0� that accounts for all other processes that
scatter the exciton out of state �1� without decaying into �2�.
Radiative lifetimes in our sample are generally larger than
500 ps so that 1 ,2
1/�p and thus they play no significant
role in the dephasing process. The overall dephasing rate of
�1� then becomes

1

T2
=

� + �

2
+ *.

From numerical integration of the density matrix equations
at exact resonance ��=0� and with the initial conditions �11

=�22=0 and �00=1 one finds that there can be no decay of
the RO amplitude with intensity unless the excited state
dephasing rate increases with intensity. Throughout we as-
sume that at low intensity, �=2/T2

�0� where T2
�0� is obtained

from wave-packet interferometry.
In principle, any of the three parameters, �, �, and * can

depend on the excitation intensity and result in intensity de-
pendent damping of ROs. However, each affects the damping
in a different way as shown in Fig. 2. We simulated the ROs
with either �, �, or * proportional to the intensity in such a
way as to give rise to proper intensity dependent damping.
Clearly, the oscillations only damp out symmetrically when
* is intensity dependent. We have found that all three curves
in Fig. 1�c� can be fitted with a pure dephasing term of the
form *=c · I /�p��� · I where ���1/�p is the laser band-
width, I is the average laser intensity, and c=0.4 mW−1

�solid lines in Fig. 1�c��. While we cannot completely ex-
clude a more complicated relationship between * and I
and/or a combination of intensity dependent parameters we

FIG. 1. �Color online� ROs of the upper state in the excitonic
three-state system and its PL detection. �a� QD energy diagram. The
QD is resonantly excited to the first excited excitonic state �1�. The
population that relaxes nonradiatively to the excitonic ground state
�2� is eventually emitted and detected as the PL signal. The different
decay channels and their rate constants are denoted by arrows. �b�
Spectral image of QDs excited at 1.3418 eV. The QD investigated
�arrow� is well isolated, both spatially and spectrally. The total ver-
tical dimension is about 10 �m. �c� ROs for different pulse widths.
The PL from the �2� to �0� transition was recorded while the average
intensity was varied for fixed pulse width �p. The fit �solid lines�
was obtained by numerical integration of the density matrix equa-
tions using a pure dephasing term proportional to the intensity. �d�
Negative logarithm of the oscillation amplitude plotted versus the
input pulse area �. The data points are taken from the peaks and
valleys of the ROs shown in �c�, corresponding to the points where
�=n�. The straight lines are guides to the eye to show the qualita-
tive trend of the damping at different pulse widths.
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believe the above choice to be most reasonable. Thus we
conclude that the RO damping during optical manipulation is
primarily due to the additional pure dephasing term induced
at high excitation intensity. This behavior also rules out the
mechanism resulting from coupling to delocalized excitons,
proposed in Ref. 5 for interface fluctuation QDs �IFQDs�
since that mechanism will take the excitonic state out of the
QDs and will give rise to totally different overall behavior.
This is not surprising since the energy confinement in
SAQDs is much higher than that in IFQDs. We note that
although pure dephasing does not play an important role in
IFQDs,12,13 its manifestation has been reported in SAQDs.14

What could be the underlying mechanism? The lattice
mediated dephasing model proposed in Ref. 15 showed that
the RO amplitudes decrease with the laser intensity. How-
ever, the pulse width dependence is inconsistent with our
experimental observation. Biexcitonic excitation is another
possibility16 since the Rabi energy �� in our experiments
could be close to the biexciton binding energy �typically a
few meV�. However, experiments performed using circularly
polarized light to suppress biexciton excitation showed al-
most identical intensity dependent behavior, thus ruling out
this possibility. Interdot localized-exciton interactions
�dipole-dipole� were also considered. However, theoretical
calculations13 showed that the interaction energy is only a
few �eV at a typical interdot distance, too small to give rise
to significant damping.

Below we propose that the observed RO damping in our
system is due to indirect excitation of carriers in the WL.
Recent work17 has clarified the origin of the continuous ab-
sorption background related to the WL and attributed the
broad resonances seen in single dot PL excitation �PLE�
spectra9,18 to bound-to-continuum and continuum-to-bound
transitions. Such indirect excitation channels involving a
hole �electron� in the WL and an electron �hole� in other QDs
can exist, despite weak transition dipole moments �the wave
functions of the electronic states in the QDs decay rapidly
into the WL� �Fig. 3�a��. Since ROs are excited under very
strong excitation, these low probability channels can be ex-
cited. Once the carriers in the WL are excited, they provide a
dephasing channel for the excitonic states in the QD that
exhibit ROs. The linear dependence on the intensity for RO
damping �one carrier type is sufficient to cause dephasing�

and their behavior with the pulse width, i.e., spectral width,
is consistent with coupling to a continuum of states. Note
that due to composition fluctuations in the wetting layer,19

there exists a smooth transition between highly localized
states �quantum dots� and delocalized quasicontinuum states.
The states involved in the present mechanism play the role of
a continuum in the sense that they possess broad absorption
resonances.9,18

To verify that such processes indeed occur, we probed
QDs within a submicron shadow mask under varying excita-
tion conditions. In this case, at most about 
150 QDs can be

FIG. 2. �Color online� Simulated ROs assuming various inten-
sity dependent decoherence terms. Plotted is the case when either
�=�0+c� · I /�p �dashed curve�, �=c · I /�p �double-dashed curve�, or
*=c · I /�p �solid curve�. The data for �p=7.0 ps is plotted as a
reference �squares�.

FIG. 3. �Color online� PL spectra of QDs under a 1 micron
aperture and their power dependence. �a� Band diagram along a
direction perpendicular to the growth direction. The dark bands be-
tween dots represent a continuum of states resulting from the WL.
The dashed arrows indicate the transitions that can occur at high
intensity and are likely responsible for the superlinear dependence
of the background signal. �b� Resonant and nonresonant PL spectra.
The dots were excited resonantly at 
1340 meV at intensities I0

=0.06 mW, 6I0 and 23I0, top to bottom, respectively �solid lines�
and above band at 
1650 meV �dashed line�. �c� Intensity depen-
dence of peaks denoted by QD#1, QD#2, QD#3 in �a� and the
background signal. The PL of peak QD#1 is plotted versus �. For
peak QD#3 and the background signal, for which the PL grows
superlinearly with intensity, the experiment was repeated for three
laser pulse widths �p=4.5 ps �squares�, �p=5.5 ps �triangles�, and
�p=7.6 ps �diamonds�. The smaller the pulse width �the larger the
spectral width�, the stronger the PL intensity.
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excited so that resonant and above-band PL spectra can be
conveniently compared. Figure 3�b� shows part of the PL
spectrum under resonant excitation �
1.33 eV� for three in-
creasing intensities �solid lines� I0=0.06 mW, 6I0, and 23I0,
from top to bottom, respectively. At low power, only QDs
with their excited states in resonance with the laser emit.
Most other QDs have energy states far from resonance and
cannot be excited. Similarly, direct excitation of excitons in
the WL is not possible because the absorption edge is far
above the laser frequency. However, when the laser intensity
is increased, transitions involving the excitation of one elec-
tron in the WL and one hole in the off-resonance QD, or vice
versa, can occur which allows to populate the off-resonance
QDs and the WL, as is evident by the fact that at higher
intensity, more off-resonance QDs emit until the resonant
spectrum coincides with the spectrum excited above the band
edge �dashed curve in Fig. 3�b��. In fact, as is shown in Fig.
3�c�, only the peaks present at low intensity are truly excited
coherently. For instance, the QD state labelled by QD#1 un-
dergoes RO while the PL from QD labelled QD#2 increases
with the square root of the intensity. In contrast, the PL from
another QD �labelled QD#3� and the background “wetting
layer” emission increases superlinearly with intensity. More
interestingly, such a PL displays a very similar pulse width,
i.e., spectral width dependence as the RO damping rate �Fig.
1�d��. This is consistent with multievent processes �In inten-
sity dependence� involving a continuum as described in Ref.
17. The carriers thereby created in the WL interact with the
exciton undergoing RO leading to intensity dependent
dephasing.

In summary, we have investigated the decoherence pro-

cesses occurring during strong field manipulation of an exci-
tonic qubit in a SAQD. For the first time, observation of
rotations of up to 10� pulse area makes it possible to quan-
tify the RO damping, including its variation with the pulse
width. Together with the direct dephasing time measurement
in the nonlinear regime, we have shown that this damping,
which persists even after the end of the pulse, is related to a
coupling to broad resonances and is consistent with the
mechanism proposed by Vasanelli et al. This mechanism in-
volves bound-to-continuum and continuum-to-bound transi-
tions that cause carriers to populate the wetting layer even
though the laser is near resonance with interband QD transi-
tions. Therefore, if one can prevent the WL formation, then
the major source of decoherence will also be suppressed,
thus raising the quality factor of qubits to a practical regime.
This might be achieved in the future by employing chemi-
cally synthesized QDs that can be grown essentially defect
free with near unity quantum efficiency and do not involve a
wetting layer.20 Unfortunately, coherent properties such as
quantum interference or Rabi oscillations have not yet been
demonstrated in these systems, most likely due to the un-
wanted blinking effects related to surface passivation. Once
these problems have been overcome, these QDs have strong
potential to replace MBE-grown QDs as excitonic qubits.

The authors thank Professor L.J. Sham for fruitful discus-
sions. This work was supported by NSF Grant Nos. DMR-
0210383, DMR-0306239, and DMR-0312491, the Office of
Naval Research �N0014-04-1-033�, Texas Advanced Tech-
nology program, and the W.M. Keck Foundation.

*Author to whom correspondence should be addressed. Electronic
address: shih@physics.utexas.edu

1 C. H. Bennett and D. P. DiVincenzo, Nature �London� 404, 247
�2000�; A. Barenco, D. Deutsch, A. Ekert, and R. Jozsa, Phys.
Rev. Lett. 74, 4083 �1995�; M. A. Nielsen and I. L. Chuang,
Quantum Computation and Quantum Information �University
Press, Cambridge, UK, 2000�; E. Biolatti, R. C. Iotti, P. Zanardi,
and F. Rossi, Phys. Rev. Lett. 85, 5647 �2000�.

2 D. Gammon, E. S. Snow, B. V. Shanabrook, D. S. Katzer, and D.
Park, Science 273, 87 �1996�; M. Bayer, O. Stern, P. Hawrylak,
S. Fafard, and A. Forchel, Nature �London� 405, 923 �2000�; G.
Chen, N. H. Bonadeo, D. G. Steel, D. Gammon, D. S. Katzer, D.
Park, and L. J. Sham, Science 289, 1906 �2000�; X. Li, Y. W.
Wu, D. Steel, D. Gammon, T. H. Stievater, D. S. Katzer, D.
Park, C. Piermarocchi, and L. J. Sham, ibid. 301, 809 �2003�; P.
Bianucci, A. Muller, C. K. Shih, Q. Q. Wang, Q. K. Xue, and C.
Piermarocchi, Phys. Rev. B 69, 161303�R� �2004�.

3 N. H. Bonadeo, J. Erland, D. Gammon, D. Park, D. S. Katzer, and
D. G. Steel, Science 282, 1473 �1998�.

4 A. Zrenner, E. Beham, S. Stufler, F. Findeis, M. Bichler, and G.
Abstreiter, Nature �London� 418, 612 �2002�; P. Borri, W. Lang-
bein, S. Schneider, U. Woggon, R. L. Sellin, D. Ouyang, and D.
Bimberg, Phys. Rev. B 66, 081306�R� �2002�; L. Besombes, J.
J. Baumberg, and J. Motohisa, Phys. Rev. Lett. 90, 257402
�2003�.

5 T. H. Stievater, X. Li, D. G. Steel, D. Gammon, D. S. Katzer, D.
Park, C. Piermarocchi, and L. J. Sham, Phys. Rev. Lett. 87,
133603 �2001�.

6 H. Htoon, T. Takagahara, D. Kulik, O. Baklenov, A. L. Holmes,
and C. K. Shih, Phys. Rev. Lett. 88, 087401 �2002�; H. Kamada,
H. Gotoh, J. Temmyo, T. Takagahara, and H. Ando, ibid. 87,
246401 �2001�.

7 O. Baklenov, H. Nie, J. C. Campbell, B. G. Streetman, and A. L.
Holmes, J. Vac. Sci. Technol. B 17, 1124 �1999�.

8 H. Htoon, H. B. Yu, D. Kulik, J. W. Keto, O. Baklenov, A. L.
Holmes, B. G. Streetman, and C. K. Shih, Phys. Rev. B 60,
11026 �1999�.

9 H. Htoon, D. Kulik, O. Baklenov, A. L. Holmes, T. Takagahara,
and C. K. Shih, Phys. Rev. B 63, 241303�R� �2001�.

10 D. Gammon, E. S. Snow, B. V. Shanabrook, D. S. Katzer, and D.
Park, Phys. Rev. Lett. 76, 3005 �1996�; A. Muller, Q. Q. Wang,
P. Bianucci, C. K. Shih, and Q. K. Xue, Appl. Phys. Lett. 84,
981 �2004�.

11 L. Allen and J. H. Eberly, Optical Resonance and Two Level
Atoms �Wiley, New York, 1975�.

12 N. H. Bonadeo, G. Chen, D. Gammon, D. S. Katzer, D. Park, and
D. G. Steel, Phys. Rev. Lett. 81, 2759 �1998�.

13 T. Takagahara, Phys. Rev. B 60, 2638 �1999�.
14 D. Birkedal, K. Leosson, and J. M. Hvam, Phys. Rev. Lett. 87,

227401 �2001�.

WANG et al. PHYSICAL REVIEW B 72, 035306 �2005�

035306-4



15 J. Forstner, C. Weber, J. Danckwerts, and A. Knorr, Phys. Rev.
Lett. 91, 127401 �2003�.

16 L. Besombes, J. J. Baumberg, and J. Motohisa, Semicond. Sci.
Technol. 19, 148 �2004�; J. M. Villas-Boas, S. E. Ulloa, and A.
O. Govorov, Phys. Rev. Lett. 94, 057404 �2005�.

17 A. Vasanelli, R. Ferreira, and G. Bastard, Phys. Rev. Lett. 89,
216804 �2002�.

18 Y. Toda, O. Moriwaki, M. Nishioka, and Y. Arakawa, Phys. Rev.
Lett. 82, 4114 �1999�.

19 N. Liu, Ph.D. thesis, University of Texas at Austin, 2001; N. Liu,
J. Tersoff, O. Baklenov, A. L. Holmes, and C. K. Shih, Phys.
Rev. Lett. 84, 334 �2000�.

20 A. P. Alivisatos, Science 271, 933 �1996�; M. Nirmal, B. O.
Dabbousi, M. G. Bawendi, J. J. Macklin, J. K. Trautman, T. D.
Harris, and L. E. Brus, Nature �London� 383, 802 �1996�; V. I.
Klimov, A. A. Mikhailovsky, S. Xu, A. Malko, J. A. Holling-
sworth, C. A. Leatherdale, H. J. Eisler, and M. G. Bawendi,
Science 290, 314 �2000�.

DECOHERENCE PROCESSES DURING OPTICAL… PHYSICAL REVIEW B 72, 035306 �2005�

035306-5


