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The exclusive electroproduction of 7% above the resonance region was studied using the CEBAF
Large Acceptance Spectrometer (CLAS) at the-Jefferson Laboratory by scattering a 6 GeV con-
tinuous electron beam off a hydrogen t.t),rget .The large acceptance and good resolution of CLAS
together with the high luminesity, allowed, {6 measure the cross section for the ~'p — nat pro-
cess in 140 (Q%, zp, t) bins in-the-phase—space-domain: 0.16 < zp < 0.58, 1.6 GeV? <Q%< 4.5
GeV? and 0.1 GeV? <—t< 5.3 GeV?. For most bins, the statistical accuracy is o the order of a
few percent. Differential cross sections are compared to two theoretical models, based either on

hadronic degrees-of freedom (Regge phenomenology) or on partonic.degrees of freedom (handbag

diagram}). Both can describe the gross features of the data reasonably well but differ sllgngly in
their approach-and in their ingredients. If the handbag approach can be valid ’%ed in this kinematical
region, our data contain the interesting potential to experimentally access transversity Generalized

Parton Distributions.

PACS numbers: 13.60.Hb, 25.30.Rw

I. INTRODUCTION 20
a
@
One of the major challenges in contemporary nuclear ,,
physics is the study of the transition between hadronic .,
and partonic pictures of the strong interaction. At
asymptotically short distances, the strong force is ac-
tually weak and the appropriate degrees of freedom are ,
the quarks and gluons (partons) whose interaction can be
quantified very precisely by perturbative Quantum Chro- *
modynamics (pQCD). However, at large distancns'—ﬁ the *
order of one Fermi, effective theories that take hadrons”
as elementary particles whose interactions are described ™
by the exchange of mesons appear more adapied-and ™
applicable. The connection between these two domains *
is not well understood. In order to make progress, the **
systematic study of a series of hadronic reactions prob- *
ing these intermediate distance scales is necessary. The *
exclusive electroproduction of a meson (or of a pho-*
ton) @t-the nucleon, v*N — N'M, is particularly in- "™
teresting. Indeed, it offers two ways to vary the scale ™
of the interaction and therefore to study this transition *
regime. One can vary the virtuality of the incoming pho- *
ton Q* = —(e — ¢’)?, which effectively represents the
transverse size of the probe, or the momentum transfer
to the nucleon t = (N — N')?, which effectively represents *
the transverse size of the target. Here, e and e’ are the ®
initial and scattered electron four-momenta and N and *
N’ are the initial and final nucleon four-momenta, respec-
tively. Figure 1 sketches the transition regions that have e
been experimentally explored up to now (lightly shaded
areas) as a function of these two variables, Q% and [t]. »
In photoproduction, keeping only || > 3 GeV? data, the n

0

relevant experiments are from SLAC [8] and JLab [9]. In
electroproduction, keeping only @2 > 1.5 GeV? data, the
relevant experiments are from Cornell [10, 11], JLab [15]
and HERMES [12]. In these latter electroproduction ex-
periments, the phase space was divided into only a few
bins in Q2%, x5 or W, and t. The darkly shaded area in
Fig. 1 represent the phase space covered by the present
analysis. It is divided into 140 (Q?, z5 or W, t) bins.

We also display o Fig. 1 the asymptotically large, Q2
or large [t| partonic diagrams, as well as the low,()? and
low, |t| hadronic diagram, of the v* N — N’M process.
At asymptotically large Q2 and small [¢] (vertical axis in
Fig. 1), the exclusive electroproduction of a meson shouid
be dominated by the so-called “handbag diagram” [1-4].
The initial virtual photon hits a quarlk &f the nucleon and
this same quark, after a single gluon exchange, ends {n the
final meson. A QCD factorization theorem [4] states that

the complex quark and giuon npn- perturba’r:ve structures
tetrized

of the nucleon Am_il.ll.w.p.l#a - Gener-

alized Parton Distributions (GPDs). For the a+ chan-
nelu_aft‘]t]eadmg twist in QCD, i.e. at asymptotically large

e longitudinal part of the cross-section oy, is pre- .

dicted to be dominant over the transverse part or. ‘or,

s In turn) S¥hentd-be dominated by the helicity-dependent

GPDs E and H, [4] while o7 is sensitive to the transver-
sity GPDs, deminantly te Hy And Ep 1= 2HT+ET‘} [5].
If the asymptotic regime is reached, do; /dt should scale

as 1/Q° at fixed x5 and [t|, while dor/dt scaled as 1/Q5..

At asymptotically large values of |t|\.-ir=e.—&~!-€mg—+'-‘rw-}mr—
izontpl-pxds-inFigh the v*N — N'M process should
be dominated by thf‘ coupling of the virtual photon to
cm—‘ of the valence quarks of the nucleon (or of the pro-
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FIG. 1: (Color online) Schematic representation of the AN =¥
N'm processgin different regions of the (Q?, t) plane (above 3
the resonance TCEION} i terms of meson -exchanges at low
Q? and[il in terms of GPDs at large Q° and small |t], and in &
terms of hadron distribution amplitudes (DA) at large [t|. The e
lightly shaded areas (yellow and green online) represent ap-
proximately the experimentally explored regions i -
space up to now. The darkly shaded area (blue online) repre-

sents the phase space covered by this analysis. i
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duced meson), with minimu interaction;among the va- s
lence quarks. In this regime, a QCD factorization theo- s
rem states {hat the complex structure of the hadrons isss
parafietiizbd-by-Radrc .- distribution amplitudes (DA), s
whichy at small distances (large |£]}, ¢an be reduced tothe s
simplast-con the hadrons (ha lowest Fock s
statesy, i.e. “the 3—quarl{"(;mnpmm&:"é§ the nucleon and s
the ¢-¢ vamiemi%? the meson [6]. At sufficiently high e
energy, #constituent counting rules® (CCR) ean-be-do- &
sived (7] .and it isthen predicted that-such-mechanisirs:
% to an s scaling of the differential cross sec- &
tion do/dt at fixed center-of-mass pion angles, provided s
|s|, [t|, and |u[ are all large. Here s = W? is the squared ss
invariant mass of the y*-p system and u = (Y= N')? e
in terms of the four vectors W =e—¢ and N'. Thee
large |t| and |u| region corresponds typically to alcenter- s
of-mass pion angle fcm = 90°. In particular, the CCR s
predict do/dt = f(ferm)s®™ " for the energy dependence
of the cross section, where f(fem) depends on details of n
the dynamics of the process and n is the total number of »
point-like particles and gauge fields in the initial and fi- 7
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() from the initials of the models’ authors. For o,

nal states. For example, our reaction ~*p — nwt should
have n = 9, since there is one initial photon, three quarks
in the initial and the final nucleons and two in the final
pion. 'y
Open questions remain, including from which Q* and
from-which s do such scaling laws start to appear. Even
if these respective scaling regimes are not reached at
the presently experimentally accessible Q2 and s values,
can one nevertheless extract us i “TIOTi-
ative QCDnuclegn information,such-as
GPDs or DAs, provided,some corrections and-modifica-
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tions to the QCD leading-twist mechanisms are appliecﬁ’}*—-'t-{\ )

help answer such questions,
sealing taws or-by-conpar-

he ohservables-to-effective-catculations, based either
on hadronic-or-partenie-degrees of freedom.

Only experimental data can

[I. INSIGHTS FROM PREVIOUS

EXPERIMENTS

The two most recent experiments that have measured
exclusive 7 electroproduction off the proton, in the large
Q?, low || regime ~where the GPD formalism is poten-
tially applicable, have been conducted in Hall C at Jef-
ferson Lab (JLab) [13-15] and at HERMES [12].

The Hall C experiment, with 2 to 6 GeV electron beam
energies, separated the op and o cross sections of the (s v
~*p — nart process by the _I'st;ﬁsenbluth technique bk [o ﬁ
gange of 0.17 < B < 0.48jap-to Q* =
was found-that or, dominated the cross section for [t <
0.2 GeV? while o7 was predominant for larger |t| values.
These data were compared to two GPD-based calcula-
tions, hereafter referred to as VGG [16] and GK [5, 17]

which

should be the QCD leading-twist contribution, these cal-
culations werg found to be in general agreement with the
normatEn EndThe (?- and t- dependencies of the ex-
perimental data. In these two calculations the main con-
tribution to o, stems from the £ GPD, which is modeled
cither entirely as pion-exchange in the t-channel [16] or
at least dominated by it (5, 17) (see Refs. (18, 19] for the
cpnnection between the t-channel pion-exchange and the
E GPD). This term 1 also called the “pion pole”, and
the difference between the two calculations lies in the
particular choice made for the t-channel pion propagator
(Reggeized or not) and the introduction of a hadronic
form factor or not at the # NN vertex. In both calcula-
tions, oy, contains higher-twist effects because the pure
Jeading-twist component of the pion pole largely under-
estimates the data. Only the GK model, which explic-
itly takes into account higher-twist quark transverse mo-
mentum snee, is able to calelk te op. Agreement
between data and calculationyis foupd only if the Hr
transversity GPD is introduced, which makes up most
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of the o cress-seetion. In—summarythe Tormmatization s
and-kinematical-dependencies-of the-separated o and s
aq_cross sections of JLab Hall C seeni-to be interpretable s
in terms of GPD-based models if hisher-twist offeets. in s
the-form-of quark-transverse momentum dependence and
transversity-GPDs.-are-taken-into-account. 5

The HERMES experiment used 27.6 GeV electron and s
positron beams to measure the v*p — nrt cross section &
at four (zp, Q?) values, with € z5 % ranging from 0.08 »
to 0.35 and & QQ‘% from 1.5 to 5 GeV?. No experimen-
4t longitudinal/transverse separation was carried out. s
The differential cross section do/dt was compared to the &
same two GPD models mentlfnec\ aboye. The GK model,
which calculates { q’tf’dﬂh\*@rsv pattof the cross section
aswell asthe longitudinal part, displays the same feature e
as for the lower energy JLab data, i.e. a dominance of
or, up to —t = 0.2 GeV?, after which o takes over. The
sum of the transverse and longitudinal parts of the cross
section calculated by the GK model is in very good agree-
ment with the data over most of the ¢ range measured at
HERMES [5, 17]. The VGG model, which calculates only
the longitudinal part of the cross section, is in agreement
with the data only for low t values [12]. Again, in both
calculations, oy, is dominated by the E GPD, essentially
modeled&)\ the pion pole terimn, and o7, in the GK model,
is due tr? transversity GPDs. The HERMES experiment
also meabured the transverse target spin asymmetry Apr
of'the v*p — nrrt process, The-resultsfor-that-asymme-
try-havt a0k [5, 17) that the transversity GPDs Hy
or Er indeed play an important role in the process, con-
firming the approach of the GK group.

The comparison between the JLab Hall C and
HERMES experiments and the two GPD-based calcula-
tions yields very encouraging signs that, although higher-
twist oontributions deﬁnitely play a ma.jor role and-med-

q—b&hhb-f-e—nﬁeﬂ-»@t these dai ajih terms ’d "GPDs, in par-
ticular transversity GPDs, _amil;h.etefm&m_mct;am; some

fundamentatinformmation-en-the partonie-strueture of the

La -nucleon. More precise and more extensive data would be

highly useful to confirm these findings. The present ex-
periment covers 20 (xp, Q?) bins (with statistical errors
of a few percent on average), which doubles or triples the
number of bins of the JLab Hall C or HERMES exper-
iments, respectively. These new data are important to

the-test-is successful, bring more stringent conitraints on
the current GPD parametrizations. '

Resardine {he large |t| (large |u|) domain, *'gvhere the 7
DA formalism is asymptotically applicable, A p =
n'rr proeess has so far been explored only in photopro- »
duction at SLAC 8] -at-high-energies andJLab [20] =t
lowerenergies: While the SLAC data tend/tg fo‘lm\ or am
90° center-of-mass angle, the s~ _sca.lma,symr:xtot icre- s

diction, the more recent JLab data, wh /;fh are campatible e
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with the SLAC data but are more precise, actually reveal
some large oscillations around this s~7 behavior.

In recent years a similar irend, ie.—“global’ scal-
ing behavior, has been observed in deuteron photo-
chsmtegranon expermpents [21-24]. It would be interest-
ing to 393 7 exclusivel pion electroproduction, ke as=@®

increases, M&m&dmmm

z
jQF and if so, whether the oscillations disappear ‘and-the s (U
‘pure’s=T-gealing-prediction-is-renched. The measure-  [hCjaS® ,
ment presented in this article is the first one to explore
this large |t], large |ul Scm = 90%) domain for /s >
2 GeV in 7T exclusive (‘loctmpmdudmu off the proton.
II1. THE EXPERIMENT
Lm Lo {O !
Ol
Yl

FIG. 2: Three-dimensional view of the CLAS detector system.

The measurement was carried out with the CE-
BAF Large Acceptance Spectrometer (CLAS) [25]. A

schematic view of CLAS is shown in Fig. 2. CLAS wutilizes hat &
test the present GPD-based model calculations and, lf?z “4 magnetic field distribution generated by six flat super-
conducting coils (main torus), arranged symmetrically i iy P

azimuth. Fhe-eoils-generate an appresimate toroidal field
distribution around the beam axis. The 5ix identical sec-
tors ef the magnet are independently instrumented with
34 layers of drift cells for particle tracking, plastic scin-
tillation counters for time-of-flight (TOF) measurements,
gas threshold Cherenkov counters (CC) for electron and
pion separation and-triggering purpeses, and electromag-

netic calorimeters (EC) for photon and neutron detection ,
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end-electromtriggesing. To aid in electron/pion depara-
tion, the EC is segmented into an inner part lacing the
target and an outer part AWay from the target. CLAS
covers on average 80% of the full 47 solid angle for the
detection of charged particles. The azimuthal acceptance
is maximum at 88’ polar anglé’ahd decreases at forward
angles. The polar angle coverage ranges from about 8°
to 140° for the detection of #7. The scattered electrons
are detected in the CC and EC, which extend from 8° to
45°.

The target is surrounded by a small toroidal magnet
(mini-torus). This magnet is used to shield the drift
chambers closest to the target from the intense low-
energy electron background resulting from Mgller scat-
tering.

The specific experimental data set “el-6" used for this
analysis was collected in 2001. The incident beam had an
averaged intensity of 7 nA and an energy of 5.754 GeV.
The 5-cm-long liquid hydrogen target was located 4 cm
upstream of the CLAS center. The main torus and mini- s
torus coils were operated at nominal currents of 3375 and s
6000_A, respectively. 0 de "‘}a) 7

) AGL

FIG. 3: Kinematics of single exclusive 71 electroproduction
wif-the proton target.

om OC

mass, which-is-defined by ((e+N)— (¢ +m))?, where 7 is
the four-momentum of Lho letected, lhv kinematic ramgt. « Lrd
bin size’ and range are adip %v Eﬁd{-cﬁxnuiﬁeq’btamg{‘

In this analysis, 1M0dctectt&1m4-ldeb arethe scat-#y¢ tics in each bin, &Mmm summarized in Table I.

tvw{l (‘l(‘(llml and tl e, 1)1:0(111((}{ T ". t]w final state

o Lediu%#%kﬁ AuTeniand consetvation. con-
straints. The continuous electron beam provided by CE-
BAF is well suited for measurements involving two or
more final state particles in coincidence, leading to very
small accidental coincidence contributions, smaller than
103, for the instantaneous luminosity of 103! em=2s~!
of the present measurement.

Raw data were subjected to the calibration and recon-
struction procedure that are part of the standard CLAS
data analysis élg#in! “The reaction studied in this pa-
per contributed only a fraction to the total event sam-
ple. Stringent kinematic cuts were applied to select
events with one electron candidate and only one posi-
tively charged track. These events were then subjected
to further selection criteria described in the following Sec-
tions. All along the analysis, experimental data distribu- =
tions were compared to the output of our Monte Carlo
code GSIM (see next Section). 0

A schematic illustration of electron scattering off a nu-
cleon target producing an outgoing nucleon and one pion *
is shown in Fig. 3. The scattered electron angle 0, is given *
in the laboratory frame. Fhe %@Rymw»i(,s 0% and ¢%, of @
the pion in the center-of-mass frame of the hadromc sys-
tem are defined in Fig. 3. The angle between the virtual ®
photon three-momentum and the direction of the pion is ®
denoted as #%. We will in some instances use this variable
instead of the Mandelstam variable . The angle ¢ is de-
fined so that the scattered electron lies in the ¢} = 0° half
plane with the z-axis pointing along the virtual photon
momentum. For exclusive single 7+ production off the e
proton, the final state neutron is identified by its rrqssing 6

“ " |
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TABLE I: Thesanges-of Kinematicat bins used in this analysis.

Variable Number of bins Range Bin size
g T 0.16 - 0.58 0.06
Q*? 5 1.6 - 3.1 GeV2 0.3 GeV?

3 3.1 -45 GeV? 0.5 GeV?
—t 6 0.1-1.9 GeV? 0.3 GeV?
3 1.9 - 4.3 GeV? 0.8 GeV?
1 43 - 5.3 GeV? 1.0 GeV?

IV. THE DATA ANALYSIS
A. Particle identification and event selection

The v*p — nnt reaction ehensnel is identifled by de-
tecting the scattered electron in coincidence with a 7+
and by using the missing mass technique to insure the
exclusivity of the reaction. A good identification of the
electron and pion is therefore the most important issue

for the channel identification. -

1. Electron identification

The electrons are identified at the trigger level by re-

quiring e-mininmomanounsof-energy deposited in EC
: | f ¢ A f I' {\'.
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in coincidence with a signal in\ICC. For-this-experiment »
the-IBC-hardware threshold was set-at-a-level-sueh-that s
onbeelectrons with momenta greater tham-about 640 MeV 1
were-deteeted: _ 50} P s
Additional” reqmrements for particle ldentih(atlon L
(PID) are used in the off-line analysis to refine electron s
1dent1ﬁuat10n First, we require!that the EC and CC hits 35|
match” m@m@%ﬁmllv with a reconstructed track in the
drift chambers (DC) Second, we correlatel the energy .
deposited in the EC and the momentum obtained by the .
track reconstruction in the DC. This is aimed at remov-
ing the pion contamination. rm th calonimiith e
Indeed-—eleetrons—and—pions—depasit—energy—in—the
.calommp{-ei-—m—dﬁrrmt—qu Electrons depcmt Energy s
in propor&;lon to their 1r11' ldent t energy Wl Bost-of the
plons ( ’})0%1 A 5 LT -t@-?hq-{-hrqimﬁﬁt)fﬂrﬁ ar
detector-1 ;ﬁ:."‘ 4t m@iév "Hie $at107of the
total depomted energy mpEC to the momentum of particle 4
is called sampling fractiofi. \{pp‘l Okimalely 30% of the to- s
tal energy deposited in the EC is directly measured in the 5
active scintillator material. The remainder of the energy s
is deposited mest=in the lead sheets interleaved between 55

the scintillators sheets-as-showering materials. Figure 4 .,

shows the application-ef-the sampling fraction eut-+e-our 5,
data. The average sampling fraction for elec]trons Was g

found to be 0.291 for this experiment. The solid lines in
Fig. 4 show the 30 sampling fraction cuts uged in this 4

analysis. r/ Lo
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FIG. 4: (Color online )‘E;amplmg fraction in 12C versus e{wlee&mn 7
momentum for experimental data. The solid curves show the 7
+3¢ sampling {raction cuts which are applied.] A[,. 7
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We-also-requested-a-minimum-cnergy-deposited. in- ihe a1
FC To further reject pions.In partieulan, we the a2

energy deposm‘\m the inner pastaf EC to be largey than 50 .

2\
{ 'rit'de

|
/' avoided by selecting only those electrons lying inside a

LW 15 W .
J 24 (
{u\;{wm\ { o A 7
W n Figh
Lwis M ) 47
b}
Mg+

MeV. Mostpions-interact-as ﬁnimum ionizing particles
and lose less than this amount in the 15 em thickness of
the inner part-of EC. p{

Another cug j appllec'l 1;0 exclude the EC detector
edges. When aﬁi
ter edgeq, part of the shower leaks outside the device; in
this case, the energy cannot be fully reconstructed from
the calorimeter information alone. This problem can be

fiducial volume within the EC that excludes the deteeter
edges. A GEANT based simulation (GSIM) was used to
determine the EC-response range with full electron en-
ergy reconstruction. The calorimeter fiducial volume was
defined by cuts that excluded the inefficient detector re-
gions.

Particle tracks were reconstructed using the drift cham-
ber information, and each event was extrapolated to the
target center to obtain ﬁ-ﬁ-mrgnt%m.g vertex location. We
demanded that the reconstructed z-vertex position (dis-
tance along the beam axis from the center of CLAS, with
negative values indicating upstream of the CLAS center)
lies in the range —80 mm < zy, < S8 mm.J) |y j %)

Finally, a lower limit on the number of photoeﬁ ctrons
detected in the photomultiplier tubes of the CC fer-an-
event provided an additional cut to improve electron iden-
tification. The number of photoelectrons detected 1 (96)
follows a Poisson distribution modified for irregularities
in light collection efficiency for the individual elements
of the array. For this experiment, a good electron event
was required to have 3 or more photoelectrons detected
in the CC. The efficiency of the CC cut was determined
from the experimental data. We fit the number of pho-
toelectrons using the modified Poisson distribution. The
efficiency range after the CC cut is 78% to 99% depend-
ing on the kinematic region. The correction is then the
integral below the cut divided by the total integral of the
resulting fit function.

2. Positively charged pion identification

The main cuts to select the 7 are based on charge,
z-vertex, fiducial cuts and velocity versus momentum cor-
relations. The velocity 3 is caleulated from the ratio of

the path length of the track recmbv—%ha—dn&
chembess, to the time of Might measure

~cotttters. The monentunrisdetermined - fromr-the-eurva-
ture-of the-traekreconstrueted-bythe-drift-chambers;in
the-maintorus-magnetie-field.

Figure . +{3 versus p distribution for positively
charged particles b # (top) and from
the GSIM Monte Carlo Slmulahmi (bottom) A Gaussmn
is fit to - mo-
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positrons,are well separated below 250 MeV ofmomen- 1
4w in the experimental data, but this is no longer the
case at momenta larger than 400 MeV/ For this reason, ,,
positrons can be mis-identified as pions, which increases |,
the background. At higher momenta, there can also be
some particle mis-identification from protons and kaons.
We estimated that the missing mass and vertex cuts re- |
duce this mis-identification to the 5 - 10% level. This
residual background contamination was subtracted as de- |,
scribed in Sec. VI.
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B. Fiducial cuts

To-avoid systematicuncertainties due to the complex-
ity-of-the-geometry and to regions of low_or- uncertain

Tci - 'LAS detector, lwe applied fiducial cuts
that define the detector regions with nearly full particle
acceptance and reconstruction efficiency [26]. The same
fiducial cuts 4re applied in-this analysis to both experi-
mental and simulated data.

1. Electron fiducial cuts

/ﬂ\L Xt } e

The fiducial cuts for el::gttrons were developed to iselate
th# regions with non-uniform detector efficiency such as
the edges of a sector in CC and EC. The fiducial cut is

‘-ﬁwi 15

N
,‘qm”}
T

t’it}r ,(‘ r
et

de

a function of the angles 6., ¢., and momentum p, of the .-

electron. For certain kinematics, less Cherenkov light is
collected than under optimal conditions. This effect is
observed for specific electron angles (mostly at the lower
values of #.) and can be seen in Fig. 6 for a given elec-
tron momentum bin. In the bottom plots, one sees a cen-
tral, uniform area, flanked by two fringes, separated by
gaps. The solid line in the top plot shows the boundary
of the fiducial region for the central momentum in that
bin. Only electron events inside the curve (blue area)
were used in the analysis.

The criterion uses to determine the electron fiducial re-
gion in terms of ¢, for a given momentum and 6, bin is
the detector efficiency. In order to eliminate the depletion
region of the detector, we selected the flat high-efficient
areas in the f.-sliced ¢, distributions. The histograms
on the bottom of Fig. 6 show the ¢, distributions at two
values of #, = 23° £ 0.5° and 29° £ 0.5°. The high-
lighted area in the center indicates the selected fiducial
range. In addition, a set of f, versus p. cuts were used
to eliminate the areas with a depleted number of events
due to bad time-of-flight counters, photomultiplier tubes
in Cherenkov counters, or drift chamber wires.

2. Pion fiducial cuts

The fiducial cuts for pions are defined in a similar way
as #het-used for electrons. The pion fiducial function de-
pends on angles 6., ¢,, and the momentum p.. The
pion momentum is scanned in 100 MeV steps from 0.3
to 1.7 GeV. The uniform detector efficiency region was
determined by selecting a flat high-efficiency ¢, region in
each @.-sliced momentum bin, and the bad TOF counters
and the inefficient DC wires were excluded by additional
software cuts (the same procedure as was applied to elec-
trons). Figure 7 shows an example for the fiducial cuts
for pions. The low-efficiency DC regions (between ;black
solid line:gand bad TOF paddles@actweenﬂred solid lines)
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FIG. 6: (¢o]or online) knExamp]e of electron fiducial cuts
for an electron momenfum bin ( p. = 1.437 GeV % 25 MeV)
mb( tor 2. See the detailed explanation in the main text.

e

on.the-ploty are removed in both experimental (top) and
simulated (bottom) data as part of the fiducial cuts.

C. Kinematic corrections

Empirical corrections to the measured angles and mo-
menta of both electron and pion were applied to account

fo | imperfection-in-theirtrajeetory reconstruction, 1
(‘Ol“rectlon parameters K.m}e determlnecl by Gptrlm-w-

a _the s
A-MAss zde mimizing-its-width. lh(‘s( ad- 1
Z-p—@ ‘%E/[E: of the pion momertum. They

5 “(_’I't’
resulted in an improved missing mass resolution, from s
pernding on kinema,tic?. 0

35 to 23 MeV on average
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FIG. 7: (¢o]or online) Pion polar anglg distribution as a func-
tion of momentum in §ector 3. The low detector response ar-
eas are removed by empirical cuts for experimental (top) and
simulated data (bottom). Black thin solid curves are fiducial
cuts based on DC inefficiencies and red thick solid curves are
‘bad TOF counters.
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The corrections were most sizable for” high-momentum
and forward-angle pions present at the high W valuesof
interest in this experiment.

V. MONTE CARLO SIMULATION

v CHAS
In order to calculate the acceptance for the ep — e’z ¥ n

reaction in-the-ChAS-detectorsystem, we simulated elec-
tron and pion tracks using the GEANT3-based Monte
Carlo Package ® GSIM®, for-the-CLAS-deteetor. For sys-
tematic checks, we used two Monte Carlo event genera-
tors. The first ene.._cal-led GENEV [27], generates events
for various:exlusive meson electroproduction reactions,

CLAS

Adpndan OF |t\~}n}1"~’\
ol nod bdl(. 1[1(:'.( Une H o

hes

v LJJ\ L\/\Lc{



n proten am -) W ,:.L\t A h.,i% ’

Wmmmmmw
;é_T éu.r p°, and ¢), including their decay, radiative effects, res-

WE : ;
nant and non-resonant multl p]on pr?d;lctll{on nﬁ:}i—@-sm " I derte relate thé experimental yields to the cross
! realistic Kinematic dis- - gootions o c. the acceptance, including the efii-

2 tr1but10ns GENEV uses cross section tables based on
:+  existing photoproduction data and extrapolates to elec- :
« troproduction by introducing a virtual photon flux factor

s (I andfﬁfectromagnetlc form factors. Radiative effects, w
¢ based on the Mo and Tsai formula (28], are part of this
7 event generator as an option. Although the formula is
a
9

ciency of the detector. The acceptance factor {Acc) com-
pensates for various effects, such as the geometric cover-
age of the detector, hardware and software inefficiencies,
and resolution e ¥ : track reconstruction. We
generated approximately 850 million events, taking radia- j
tive effects into account, and reconstructed 82 million.

We define the acceptance as a function of kinematic

fmf
N

exact only for elastic e-p scattering, it can be used; as a
first approximation, to simulate the radiative tail and to ™

10 estimate bin migration effects in our pion production pro- * variables, fﬂ\l. log g
u  cess, as will be discussed in Sec. VB. The second event \J 1 S 5 . £
12 generator that-wes-used-is FSGEN [29], which-gererates)’ fre Acczp, Q2 —t,¢%) = N (25, Q% —t, ¢7) 1) y
? k) i >
1 events according to the ep — ¢'m+n phase space. NGEN(zp, Q2 —t, %) 2
1 Electrons and positive pions were generated under -
15 the “el-6” experimental conditions. Events were pro-» where NFEC is the number of reconstructed particles and =
1 cessed through GSIM. We then applied additional ad-hoc s NEEN is the number of generated particles in each kine- o
» smearing factors for {'lle tracking and timing resolutions s matic bin. The acceptances are between 2 and 9%. Fig- f‘:
1 so that they matcl’ri the experimental data. The low-. ure 9 shows examples of acceptances, determined with ) <
w efficiency regions in the drift chambers and dead TOF &z the GENEV+GSIM packages, as a function of the pion e
» channels were removed during this procedure. Accep-s azimuthal angle ¢! at a given Q? for various zp and ¢ ® &
z  tance and radiative corrections were calculated for the  bins. - P
= same kinematic bins as were used for the yield extraction o N®
2 as shown in Table I. Figure 8 sh( ows-thie Bmm?applled - K
2 in this analysis in Q% and-zp. ~ The cross sections were S s
s then calculated from the yields in each bin, taking into X {}
x account acceptance and radiative corrections as described 0.041 B B - =
»  below, as well as effective bin sized. Cop L chons | B i ] =
co.02- ! AT A %
L 3 i ! f i =
% - i1 I i =
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FIG. 8: ﬂo]or on}me) Kinematic coverage and binning (red
boxes) as a function of zp and Q* (integrated over all other

variables) for experimental data. L-he-ee'cxmrm*ahm@nly

verde with W > 2 GeV, yar Shapn

45

FIG. 9: 9‘ (Color online) Examples of a.cceptance as a function
of ¢ for yarious ¢ and x5 bins at Q* = 2.35 GeV2. The dips
at ¢ = 0%and 180° are due to 1%%&0{ CLAS.

’”fCi‘ h.hfla.a;f S PN

wse 0N \are




4a

=
o}

=
@

0
omqamaf‘yu—

10

B. Radiative correction 1
- . - r'rr
We calculated the radiative correction foj-our channel #

in the region W > 2 GeV uslng the compléte simulation *
ehadr—e—using GENEV ki GSIM to take into account ®
the effects of the radiation of real photons. These real *
~*Bremsstrahlung]. photons can originate either from the ¥
primary @hard(; ttering at the level/of the target pro- »

ton (§ mtvrna}‘?‘mdlatlon) or, from thg interaction of the »
scattéud or the initial electron with the various material
layers of the CLAS detector that it cYosses (Xaxtern'ﬂ ra- @
diation). The GENEV code allows to calctlate the niew
value of the incoming electron energy before the reac-
tion takes place. The effects of the radiation of *hard®
photons (for instance, the loss of events due to the appli-
cation of a cut, on, the neutron missing mass) are already #
taken Tn the Monte Carlo acceptance calculation +7
descrlbed in the previous section. Figure 10 shows ex-#

amples of the simulated neutron missing mass with and #
without radiative effects in two W bins, obtained with the %
GENEV event generator and GSIM. ;Monte Carlo sim-

ulations were carried out with the sdme cut procedures

and conditions \used in the a.na.lyblq t;,}f-i-hr-rqmm
data- as 4-[3 ,}[rl W 'n\l

32

1 = i B T
i
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?' : e
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FIG. 10: ¢olor onlme) T‘hokutron missing mass distribution<
from-the-simulation in_two partiewlar W bing with AW =

100 MeV W = 1.95 /G Ieft) and e 2 15 GeV (right)
integrated pver o, cc»{ 6‘;‘., a.nd Q Red-selid-lines show-the
Mormalized| yield with mdﬂmtmms
withieat.

ond

E drﬁ Ll\c% n

The correction due to “soft® photons and virtualtor-

rections is determined by extracting the ratio between the
number of events without radiative and with radiative ef- *

fects at the level of the event generator. This radiative-
correction factor is calculated for each kinematic hin used s
in the data analysis. 5
As a check, the radiative-correction factors were also ss
calculated with the EXCLURAD code [30], which con- s
tains a complete description of all internal radiat've el- s
fects in exclusive processes, but is currently valid Oil‘ll}' up s

|

!1-;

[

1

<the GSIM simulation (blue open c1rcIe) at W =~

9

to W =2 GeV. We compare the two different radiative-

correction methods in a kinematic region where both

methods are valid. Figure 11 shows the result; ef-the

two-methods. Tt ecompares—+he radiative-correction fac-

tors in the Pﬁf‘i’ﬁ‘ﬂﬁ‘l‘*ﬂﬂ‘m region W =~ 1,75 GeV

and Q% ~ 3 GeV” as a function of cosf;. N
The radiative correctiony from EXCLURAD are within

+20% over the full cos# range (red solid points). The

radiative corrections from GENEV+GSIM also fluctuate

around 1.0 with a similar structure (blue open circles). \

The error bars are due to thestatisties-in-our Monte Carlo 54 h }I €S

simaulation, The agreement between the two appma,ches

For

~of ratcutating the—radiative-eorrections is impo!

the two methods 45 it does not, have thq Mo and Tsai limi-
tations. Building on this relative agreement in this part of
the phase space, we ssewrrd rely on the GENEV+GSIM
radiative-correction factors for our hish-invariant mass Lt{ (=}
region I 2-GeV. In Sec. VII, we discuss the system-
atic uncertainty associated to eut radiative corrections.

¥

rtant
cause EXCLURAD is believed to be the most (iﬁ-«-‘“’ E‘T . 7
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FIG. 11: "P}Teﬁ\adlatwe correction factors (RC) as a function of

cos B from the-caleulationsby EXCLURAD (red solid points)

at W = 1.74 GeV, Q2 = 3 GeV?, and ¢, = 112.5° and by GE va
1.75 GeV,

Q% ~ 3 GeV?, and 80° < ¢ < 120°.
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VI. BACKGROUND SUBTRACTION

There are two main sources of background in our re-
action. One consists of the mis-identification of pions
with other positively charged particles (protons, kaons,
positrons). This is particularly important for the pion-
proton separation at high-momenta (p > 2 GeV), see
Sec. IVA. The other eme consists of multi-pion produc-
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tion. To subtr both backgrounds, we fit the neLi— 12
tron missing mass distribution| bin-by-bin. The bac

ground was fit by an exponentlz} plus a Gaussian. l.h.uh
latter function was determined from simulations of the 4
multi-pion spectra in the neutr!Dn missing mass region i
> 1.02 GeV. - w

Figure 12 (top) shows an example of such a background
fit. A comparison of the missing mass spectrum is shown 1
in the bottom plot of Fig. 12 before (black squares) and 1
after (red solid puints) background subtraction. In the z
range of the neutron missing mass cut, shown by the two 2
vertical lines (0.877 GeV < MMx < 1.0245 GeV), the
background is small, and the Temaining radiative tail be- 2

comes visible after the background is subtracted. s
. 1\ 25
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FIG. 12: (?"olor online); f’m[zxample of the background distri- s
butiom tmdesthe neutron missing-mass-etl Q2 = 2.65 GeV?, s
—t = 1.15 GeV?, and zp = 0.43 Bﬂ) Bottom plot shows 5
the neutron missing mass 1 before (black squares)
and after (red solid pomts)fbr\( kgm‘u subtraction.
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VII. SYSTEMATIC UNCERTAINTIES

Several sources of systematic uncertaint:?;- that can af-
fect our measurements have been studied by changing
various cuts and using different event generators.

We varied the crlterla used fr{ the particle identifica-
tion to provide more less stringent particle
selection and rerith the complete analysis. The cuts on
EC eriergy deposition and extzapotatiorof-the CC am-
plitudle for the electron,as well as cuts on the TOF timing
for the pion have been v.emedL I'he EC sampling fraction

cut’ {eut=—sl, :|:3O'EC ¥ +20pc onthe-average~

value) led to a 5% e rtainty for electron identification.
The TOF 8 cut” {tli%rmp uu—lm +2 50ror cut-en

Mm} for pion identification gives a 1.7% un-
certainty. The various cuts for channel identification such
as fiducial, missing mass, and vertex cuts produced 3%,
1%, and 1.6% of systematic uncertainties, respectively.
Acceptance and ra.dlatwe correctlons are the biggest
sources of systematic unke (2 sanabysis. The
systematic uncertainty {o’l wiihe acceptance caleulation is
evaluated by comparmg’our results using the GENEV
and FSGEN event generators. In the limit of infinitely
large statistics and infinitely small bin size, our accep-
tances should be model-independent (up to the bin-
migration effects). But these conditions are not reached
here and we find differences between 2 and 8%. The
systematic uncertainty for tde radiative correction’is es-
timated similarly by comparing the radiative-correction
factors (GENEV and EXCLURAD). We calculated the
difference between the CTOSS 50 ‘tions corrected for ra-
diative effects using '
the-other-hand, the W-expanded EXCLURAD (where
EXCLURAD was linearly extrapolated to W > 2 GeV).
An average 8% systematic uncertainty js found. Accep-
tance and radiative corrections are actually correlated,
but after a combined analysis g%;ustnmted an average
9.5% total uncertainty for both'e oCts.— +oge “\v -
Concerning the background subtraction procedure un-
der the neutron missing mass (see Sec. VI), we used var-
ious fitting functions (Gaussian plus exponential, Gaus-
sian plus polynomial, exponential plus polynomial, etg )
and various fitting ranges. These various fitting functions
and ranges eventually produced small differences and we

GENEV -and-en o

O

estimated a <3% systematic uncertainty associated.t0 ¢/ 7*[

this procedure.

These latter systematic errors were determined for each
individual bin. Concerning overall scale errors, the tar-
get length and density have 1% af systematic uncertainty
and the integrated charge uncertainty is estimated fq 2%.

The total systematic uncertainty, averaged over all bins,”

is Ypiprostifrately ~ 12%. Table II summarizes the sys-
tematic uncertainties in this analysis averaged over all
accessible kinematic bins ¢ in Fig. 8.
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TABLE 1II: Average ;systematic uncertaintics from—varios

somrees for-the g_iffger}f,ial cross sections from-this-analysis.

Source Criterion Estimated
contribution;s
~ PID sampling fraction cut in EC 16
(3osF — 205F) 5%7
13
e fiducial cut fiducial volume change 19
(10% reduced) 2.5%.,
21
't PID 3 resolution change e
(20r0F — 2.50T0F) 1‘7%23
7" fiducial cut width (10% reduced) 3.5%
25
Missing mass neutron missing mass resolution 25
cut (3ommx — 3.50Mmx) 1%
28
Vertex cut z-vertex width 29
(5% reduced) 1.6%30
31
Acceptance GENEV versus FSGEN 32
Radiative GENEV versus EXCLURAD 9.5%33

corrections

34
LH2 target density/length 1%*
36
Luminosity integrated charge 2%
k'
Background various fit functions 19
subtraction exponential, gaussian < 3%a0
and high order polynomials 4
Total 12%42
43
44
45
VIII. RESULTS AND DISCUSSION 6

a7

In this section, we present our results for the cross sec-
tions of the p(e,e’n™)n reaction in the invariant mass *
region W > 2 GeV. We have extracted the differential *
cross sections as a function of several variables (¢, @2, and ™
W or x), for fixed values of the other variables, except *
¢%, which is always integrated over. The error bars on ™
all cross sections include both statisticdl and systematic ™
uncertainties added in quadrature.

4 ¥

&0
61

Wa hegin by presenting in Fig. 13 the dlffm ential cross s
section do/dt as a function of ¢ for different (x5, Q%) bins. e
The differential cross sectiondo /¢ f” is the "reduced"if CTOSS 6
section where the virtual photon

11

factorized out,

d_cr 1 d%
dt rdQﬁdedt © e

and where <;5"' is mtr,gratcd Over.

We have included in Fig. 13 the JLab Hall C data
(black squares [13, 14] and open star symbol [15]), which
cover only the very small { domain. The JLab Hall C
data central (£, @, and W or zg) values do not exactly
match our central (t, Q%, and W or 2p) kinematics but
are sufficiently close to allow for a reasonable comparison.

We note that there is ja generala good agreement be-
tween the results of the two experiments. For @ better
visualization, which is also relevant for the comparison
with the models inthe-following, we also show Fig. 14
which concentrates on the low [t| range of Fig. 13.

As could he expected, Ihe do/dt cross sections fall hr
goneralin an exponential fwasy as |t| increases, with some
flattening at large |¢|, which e Teatures that A% also
observed in photoproduction [8, 20]. For several bins,
for instance (rp, @%)=(0.31, 1.75) or (0.37, 2.05), we
notice a structure in do/dt for —HI*‘ 0.5 GeV?. The origin
of this ®dip® is not known. Wesemark-that {he JLab
Hall C experiment [14] also measured such a structure in
do/dt gsee their Fig. 13 [14] and for instance-the bin (W
Q@%)=(1.8, 2.16)). %

We first compare our data’ to a calculation basel
hadronic degrees of freedom. This ealerdation is the Laget
model [32] based on Reggeized 7 and p* meson ex-
changes in the t—channel [33]. The hadronic coupling
constants entering the calculation are all well known or
well,constrained and the main free parameters in-this-ap-
preseh are the mass scales of the electromagnetic form
factors at the photon-meson vertices.

If one considers only *standard” monopole Q*-
dependent form factors, one obtains much steeper {- "slopeb
than the data. An agreement with the data can be re-
covered by introducing a form factor mass scale that also
depends on t; according to the prescription of Ref. [32].
This form factor accounts, in-a phenomenologlc.ll‘ias,.. for
the shrinking in size of the nucleon system as ¢ increases,
[as was mentiened-in-eur-intreduetion). The size of the
effect is quantitatively the same as in the p(e, e’w)p chan-
nel (see Fig.1 of Ref. [32]) which is dominated by pion
exchange in the same energy domain as in our study. The
results of this calculation . with (Q2, ¢)-dependent me-
son electromagnetic form factors, are shown, for doy/dt,
doy/dt, and do/dt = dor/dt+edoy /dt, in Figs. 13 and 14
by the red curves. The Laget model gives a qualitative
description of the data, ie.—eftheir overall normalization
at low t and z5-, @% and {- dep{lndencies‘ We recall that
this model already gives a good, description of the pho-
toproduction| data (SLAC, JLab) and of the HERMES
electroproduction data, and that the form factor mass
scale [32] has hot been adjusted td fit our data.
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In the framework of this model, doy/dt is dominating-
at low |t| values while dor/dt takes over around Jlffw
0.5 GeV?, this value being approximately the same for
all (Q2 x,g) bms Thls dommance of oz at low |¢| is,_as

- , & consequence of the
t-channe] mt-exchange (plon pole) At larger [t|, the p*
meson exchange, which contributes mostly to the trans-
verse part of the cross section, begins to dominate. The
Laget Regge model, in addition to t-channel meson ex-
changes, also contains u-channel baryon exchanges. It
thus exhibitsyat the largest [f| values, corresponding to
low |u|, valu an_increase of the cross section in some
(@2 :t:B) binsx) We have additional data at larger |¢|

valig (e Tower |u| vedwes) w}m‘\j*are currently under

analysis. -

We now turn to the partonic approach of the GK model |

that-is based on the handbag GPD formalism. We-reeall
4bat n this model doy/dt is, likefor the Laget Regge
model, mostly generated by’ the pion pole There are,

however, a couple of important differences in the treat-

12

LONS \‘l‘ﬂ--‘v\tﬁ‘;

wined

Similer & to

ment of this pion pole in the two calculations. h—}-t-hcﬂ{

Laget model, 8 has firstly an 11_mmslc energy depen-
dence. lud.ued ‘it is “Reggeized”, &6- the t-channel prop-
agator is proportional to s®=(*) where a,(t) is the pion

Regge trajectory. Secondly-as-mentioned-above, it is-as- U5 I % 6{‘.{(_{‘er

sociated-with a (Q?, t)-dependent electromagnetic form
factor. These two features change the s- {,@ Tp- ;)cmd
t- dependencies of the pion pole with respect to the' GK
treatment. Indeed, in th%’latter case, the t-channel pion

propagator is proportional to 1/(t — m2), le—it-hasme L«x-"iv;’( 8'1\('&?'".{’) JC’ '7""'{"{ mddn

encrgy dependenco, and the hadronic form factor at the
NN vertex is only ¢t-dependent.

Figures 13 and 14 also show the results of the GK cal-
culation (in blue) for do;/di and do/di. We see that
doy /dt has a non-negligible contribution only in the low
|t| domain and only for a few (zp, @?) bins, in particu-
lar at the lowest xp and the largest Q2 values. This is
in line with the observation that we-mentioned-in-See-H-
that, at HERMES kinematics, i.e. at lower xg and larger

Q? values, the-GIK model-displayed a strong dominamnce

of the longitudi a]_ 1} t of the cross section. at-tow—#.

Mw_uur_uplclﬁ&_‘x {\al,'rger (Q%, ) phase spacc, a& in
the present experiment, one sees that, al least-theoret-
ically-the dominance of dop/dt at low |t is not at all
systematic in the GK calculation. The ratio of do,/dt to
do/dt strongly depends on xzg. Specifically, it decreases
as xp increases and at xp=0.49, doy /df is only a few
percent of do/dt, even at the lowest ¢ values. This is a
notable difference from the Laget Regge model.
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FIG. 13: (Color online) Differential cross sectlon\d,o,"dt [ub/GeV?] integrated over ¢ Aﬁthﬁ”cmt (@2, ) bins. The blue solids | peinls
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\L@—PP@&H—JEMT;I the GK model, the transverse part s
of the cross ‘sectmn is due to transversmy GPDs. Withr s
guch describes then s
qualitatively our low t data over our whole (zp, Q%) do- s
main. This is remarkable, as-ene-dl{&ild noto-that-the s
GK model was optimiz;ed for higher-energy kinematics s
(HERMES) and that no further adjustment’of the—pa- s

rametei WAL for the present CLAS kinematics. Wess
Mvﬂvﬁ-ﬁt—#&ihgl"ﬁne GK model is applicable only =
for small values of sheratio —t/Q?. Qutside this regime, s
additienal higher-twist contributions that are not taken s
into account in the GK handbag formalism approach are «
expected. In Fig. 13, the GK calculation predicts that the &
transverse part of the cross section is dominating, essen- «
tially everywhere in our kinematic domain. This means s
that, if the L/T ratio and its model-dependent weay &
O%WH-E” 3 higher-twist. corrections are correct, -
the exclusive 7t electroproduction process provides an
original and exciting way to access transversity GPDs. s
This obviously indicates the need of new L/T separated
cross section data at large xp, which will become avail-
able with the upcoming JLab 12-GeV upgrade.

67
6
6%
B. do/dt as a function of Q? at fixed ¢ L

71

Figure 15 shows the differential cross section do /dt as a
function of Q2 at fixed xp for various ¢ values. As
he_inferred fi5 Fig. 13, where general-asreement be- s
tween the-theeretical-calenlations-and-the-experimental
data-wasfound, both the Laget and GK model calcula-
tions provide a mgm?:i‘téﬁfet description of the mag-
nitude and 4f 4lfe Q2% dependence of do/di. The Laget
model seems to have a slightly steeper Q% dependence m
than the GK model. In any ase, the limited precision s
and lever arm of our data ¢ allow favoring one s
model over the other. Because of the relatively low Q2 =
range accessed in this experiment, higher-twist effects are
expected to contribute and hence the leading-twist 1/Q%
dependence of oy, is no longer expected. We fit our data =
with a 1/(Q?)" dependence. The resulting exponents n
indeed indicate a flatter Q2 dependence Than 170F. This
again should be investigated at higher Q2 together with
the above mentioned L/T separation.

ar

C. do/dt as a function of W at fixed

a8

ag%
Figure 16 shows our scaled cross sections, s’

5,8 Hlo /dt,as w0
a function of W for four @ values and for four bins in «
cosf%: —0.01+0.16, 0.27+0.1, 0.4240.05 and 0.53+0.06. o
The lever arm in W is limited. At 8} = 90°, where the s
scaling behavior is expected to set in most quickly, we e
have only 2 or 3 data points in W, depending on the Q2 «

bin. It is therefore difficult to draw precise cm]clusions 96

un

15

at this stage for the W-dependence at fixed Q2. Nev-
ertheless, with these limited (but unique) data, one can
say that, at 7 = 90 deg, except for the 3 data points
at Q%=2.35 GeV?, the W-dependence of s7do/dt does
not appear to be constant. We also display in TFlig. 16
the result of the Laget model. 11 gives, within a factor
two, a general description of these largéing]e data. The
W-dependence is very similar to the energy dependence
that was observed in photoproduction [9]. In the same
energy range as covered by the present study, real photon
data exhibit strong deviations from scaling. Within the
Laget model, these deviations are well accounted for by
the coupling between the nw™ and the pN channels [34].
The JLab 12-GeV upgrade will allow to increase the cov-
erage in W and check whether this finding remains valid
in the virtual photon sector. WS

IX. SUMMARY .
) al Ve

In summary, we have measured the crogs sections of ex-
clusive electroproduction of 7+ mesons off protons for the

first time as a function of —t = 0.1- 5.3 GeV?, x5 = 0.16

- 0.58, and Q% = 1.6 - 4.5 GeV?. We have compared our
differential cross sections to two recent calculations based
on hadronic degrees of freedom (Laget Regge) and on
partonic degrees of freedom (GK handbag). Both mod-
els give a qualitative description of the overall strength
and of the t-, Q*- and x - dependencies of the data. To
achieve this, the Regge model needs the-implementation
of (Q?, t)-dependent electromagnetic form factors while
the handbag model needs the-intzoduction—of transver-
sity GPDs. \Irdetail, fhe two approaches differ in the
relative contributions of the longitudinal and transverse
parts of the ctoss section, in particular as zp increases.
Experimentallyt L-T separated cross sections, which can
be&vmmn-uéhe extracted with the upcoming 12-GeV
upgrade, are nee\ded to distinguish between the two ap-
proaches.

the p(e,e'n™)n process eontaing the outstanding poten-
tial to access transiersn vy GPDs. ~ O] n )
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